JlaGoparopnas padora 7
Anauau3 Malware atak MoaeJiiMu 171y00OKOT0 00y4eHust

Jlan maracetr Malware arak

https://github.com/saurabh48782/Malware Classification/blob/master/Malware Detection.ipynb

Pa3paboTarh ¥ IPOTECTUPOBATH MOJIEIHN TIIyOOKOr0 00yUeHH s JJ1s KiIacCUu(UKAIIMU aTaK BPeIo-
HocHoro I10 (Malware).
[TpoBecTH CpaBHUTENILHBIN aHAIN3 PA3JIUIHBIX aJITOPHUTMOB.

ITanpl BLINOJHEHUS
1. [ToaroroBka qaHHLIX

1. 3arpy3ka 1aHHBIX

o Ckauatp garacet ¢ GitHub u 3arpy3uts B cpeay paspadbotku (Google Colab,

Jupyter Notebook, PyCharm).

o Hcnonp3oBath pandas 1 numpy it paboThI ¢ JTaHHBIMHU.
2. AHaJIM3 JAHHBIX

o OrmpenenuTs LeNEBYI0 NepeMeHHy0 (MeTka Malware/Legitimate).

o [IlpoBeputs Oanmanc kinaccoB (value counts()).

o W3yunts pacnpenenenue npusHakoB (describe(), info()).

o IIpoBeputs Hammume npomymeHHbx 3HaueHui (df.isnull().sum()).
3. IIpeno6padoTka JaHHBIX

o 3amoJHUTh WIH yIAIUTh MPOITYIIEHHBIE 3HAUYCHHS.
Konuposats kareropuanbhbie npusHaku (LabelEncoder, OneHotEncoder).
MacmrabupoBats uncioBble npusHaku (StandardScaler, MinMaxScaler).
PaznenuTh faHHBIE HAa 00YYAIOIIYIO U TECTOBYIO BBIOOpKH (train_test split).
[IpeobpaszoBars naHHbIE B OpMaT, MOAXOASIINN AJis Heilpocerei (reshape,
to_categorical 1715 11€71€BOM epeMEHHOMN).
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2. O0y4yeHne HEHPOHHBIX ceTel
OOy4uTh M IPOTECTUPOBATH TPU TUIA HEHPOHHBIX ceTeil:
2.1 IToanocBsi3Has HeiipoHHasn ceTh (Dense Neural Network, DNN)
ApxuTeKTypa:
e Bxoanoti crnoii (Input Layer).
o Heckonbko ckpbIThIX cit0eB ¢ Dense u ReLU.
e Dropout (1t mpeaoTBpaIIeHHs IEPeoO0yIEHNs).
o BrixoaHoii cioii ¢ sigmoid (eciu 6uHapHas kinaccudukanus) uiam softmax (ecam MHOTO-
KJIacCOBast).

buoauorexku:

o TensorFlow/Keras
e Dense u3 tf.keras.layers


https://github.com/saurabh48782/Malware_Classification/blob/master/Malware_Detection.ipynb

I'mnepnapaMeTpsl 1J1sl HACTPONKHU:
o KonunuecTBo c10€B U HEUPOHOB.
e learning rate (ontumuzatop Adam).
e batch_size, epochs.
2.2 Ceeprounas Heiiponnasi cetb (Convolutional Neural Network, CNN)
ApxuTeKrypa:
e Bxognoti cioit (Input Layer), mpeoOpa3yrommii qanasie B 2D-Marpuiry.
e ConvlD cnou mist 06paboTKH BpeMEHHBIX MTOCIICIOBATEIIHHOCTEH.
o BatchNormalization u ReLU jis ynmy4meHus: CXOTUMOCTH.
e MaxPooling1D ansi cHIKEHUS Pa3MEPHOCTH.
e Flatten u Dense st kitaccudukarym.
buboanorexn:
e ConvlD, MaxPoolinglD, Flatten, Dense u3 tf.keras.layers.
I'mmepnapamertpsbi:
e KonuuectBo ¢punbTpoB u pazmep aapa B ConvlD.
o Pasmepnocts MaxPooling1D.
e KonuuectBo Dense-cioes.
2.3 PexyppentHas HeiiponHas ceTb (Recurrent Neural Network, RNN)
ApxuTeKTypa:
e LSTM unu GRU 151 paboThI ¢ BpeMEHHBIMU psiIaMHU.
e Dropout u BatchNormalization ans perynspusaiuy.
e Dense cioit 1ist kiaccuguKaium.
bu6auorexkn:
e LSTM, GRU us3 tf keras.layers.
I'mnepniapamerpsi:
e KomuuectBo LSTM-HetipoHoB.
e KomnuectBo cioes LSTM.
o Pasmep batch_size.

3. Onenka moaeJei

1. Merpuku KayecTBa

o accuracy
o precision

o recall

o F1-score

o ROC-AUC



2. Kpocc-Banunauus

o MHcnonb3oanne KFold nmm StratifiedKFold.
3. Busyaauzanusi 00yuyeHus

o I'paduxmu loss u accuracy mo smoxam.

4, AHAJIN3 M BBIBOJbI

1. CpaBHUTH pe3yabTaThl BCEX MOJEIEH:
o Kakas apxutekrypa padotaet mydmie?
o Bpems oOyueHHs KaKI0H MOAEIH.
o Kax o0paboTka BXOAHBIX JaHHBIX BIUSET HA pe3yibTar?
2. Cpenath BBIBOJIBI O IPUMEHUMOCTH HEUPOCETEBBIX MOJIEIIEH K 3a/1a4e Kiaccu(ukanum
Malware-atax.

5. TpeGoBaHusi K 0T4ETY
1. Koa ¢ koMMeHTapUsIMHU.

2. T'paduxu v TaGnULIBI ¢ pe3ybTaTaMHu.
3. Omwmcanue pe3yJbTaTOB U BBHIBOJIBI.



